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1. Introduction

1.1. The Case for Dynamics
Enzyme catalysis is an inherently dynamic process.

Binding and release of ligands is often accompanied by
conformational changes, both subtle and dramatic (reviewed
more extensively in refs 1-4), and these conformational
changes may be rate-limiting in the overall reaction scheme,
for example in dihydrofolate reductase (DHFR),5 triosephos-
phate isomerase (TIM),6,7 and protein kinase A.8 The catalytic
step itself, by its very nature, is dynamic. Atomic fluctuations
along the reaction coordinate lead to bonds being broken
and new ones being formed. Binding of substrate can lead
to the repositioning of catalytic groups, effectively bridging

the dynamic processes of substrate binding and catalysis.2,9

Protein vibrations and motions within the Michaelis complex
itself have been hypothesized to couple to the reaction
coordinate, supplying a direct link between protein dynamics
and enzyme function (reviewed in refs 10-18).

Although intuitively we understand that proteins, and
enzymes in particular, are dynamic molecules, the over-
whelming view that emerges from structural biology is static.
Protein structures from X-ray crystallography and NMR have
provided important insight into the form and function of
enzymes, yet they give only brief snapshots into the life of
a protein. Static protein structures show only the lowest
energy or “ground-state” conformation, and function may
be dependent on brief excursions to higher energy conforma-
tions of the enzyme and its substrates.19-22 Structural
genomics23-25 is increasing the number of snapshots avail-
able, but relevant dynamic information remains limited.16

The connections between structure, dynamics, and function
have practical importance. If dynamics has consequences for
function, then understanding dynamics is critical for both
protein and ligand design. It will not only be necessary to
position the correct catalytic groups in an engineered enzyme,
but for full efficiency it will also be necessary to engineer
the relevant dynamic modes into the protein of interest. This
is illustrated by catalytic antibodies, which are selected to
bind tightly to transition-state analogues but do not yet
approach the efficiency of natural enzymes.26 This may be
due to our inability to properly mimic a “transition state”,
or it may be related to the dynamic information we have
not selected.26,27 Enzyme catalysis involves chemical trans-
formation, binding of substrates, and release of products,
and the dynamic processes that tie these events together
may not be fully appreciated or captured in the selection
process. There is also growing evidence that dynamics may
be important in nonbiological catalysts (see, e.g., refs 28-
30).

Protein dynamics is also critical for ligand or inhibitor
binding. Many enzymes are key pharmacological targets, and
the wealth of protein structural information has provided the
foundation for many drug discovery programs. It has become
apparent, however, that flexibility is key to ligand/target
recognition, and this has been difficult to predict based on
structural information alone. Protein flexibility may lead to
unexpected ligand-binding orientations or sites and may be
responsible for selectivity between related receptors.31 Protein
dynamics also has a more subtle impact on ligand binding.
The Gibbs free energy (∆G) determines the affinity between
protein and inhibitor, and while the enthalpy component (∆H)
is comparatively well-understood, entropy changes (∆S) are
much more difficult to model.32,33 Enthalpy and entropy
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contributions can be thought of as the “static” and “dynamic”
components of∆G, respectively.34 Entropy calculations not
only must consider the entire protein-ligand complex but
also must consider the solvent dynamics.32,33 The binding
of ligand to an enzyme can lead to a decrease (e.g. chorismate
mutase35), no net change (e.g.R-lytic protease36), or an
overall increase in protein dynamics (e.g. topoisomerase I37)
compared to the case of the free enzyme, and this may play
an important part in providing ligand affinity. Understanding
protein dynamics will lead to a more complete appreciation
of its role in ligand recognition and aid in future structure-
based drug design programs.38-40

1.2. Studying Protein Dynamics

Proteins undergo a wide range of motions in terms of both
time and distance scales. There are atomic vibrations on the
subpicosecond time scale, pico- to nanosecond backbone and
side-chain fluctuations, millisecond conformational re-
arrangements, and slow breathing modes on the order of
seconds4,41 (Figure 1). Any of these motions may be
functionally significant and directly related to ligand ex-
change and/or catalysis. Motions of backbone and side-chain
atoms may be required for molecular recognition, loop
motions may be required to exclude water or for repositioning
of catalytic residues, and large-scale conformational re-
arrangements may be required to achieve the active form of
the enzyme.1-4 Thus, time scales can cover from 10-15 to
>1 s over length scales of 10-2 to >10 Å.
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Figure 1. Solution NMR techniques cover the complete range of
dynamic events in enzymes.
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Many spectroscopic and computational techniques have
been developed to monitor various aspects of protein
dynamics. X-ray crystallography itself yields some dynamic
information. Temperature factors (B factors) are sensitive
to the mean square displacements of atoms because of
thermal motions and can be obtained for nearly all heavy
atoms. However, they do not report on the time scale of
thermal motions, and complications related to static disorder,
crystal lattice contacts, and refinement protocols make their
interpretation difficult.42 X-ray and neutron scattering also
report on protein dynamics. X-ray scattering generally reports
on global changes in protein size and shape in a time-resolved
manner (reviewed in ref 43), and neutron scattering reports
on amplitudes and time scales (10-12 to 10-8 s) for hydrogen
atomic positions in proteins (reviewed in ref 44).

Fluorescence is an important tool in understanding protein
dynamics both in the ensemble and in single molecules
(reviewed in refs 45-47). Single molecule experiments are
proving to be especially informative, leading to an under-
standing of the motions of individual protein molecules and
how this translates into an ensemble signal reported by other
methods.47 Single molecule techniques also offer the exciting
possibility of monitoring individual protein dynamics within
a true cellular context.

Hydrogen-deuterium exchange mass spectrometry (HX
MS) (reviewed in refs 48 and 49) and related techniques,
such as radical footprinting (reviewed in ref 50), have been
very successful in studying protein dynamics in large
supramolecular complexes. With HX MS, not only can
dynamic information be obtained for specific sites within
individual proteins, but the technique is even more powerful
when studying much larger, more complex protein as-
semblies.48,49The motion of the entire complex and individual
proteins, and the dynamics of macromolecular assembly can
all be studied by time-resolved HX MS (see, e.g., the 30S
ribosome assembly in ref 51).

More specialized techniques such as Mo¨ssbauer (reviewed
in refs 52 and 53), Raman (reviewed in ref 54), and 2D
infrared55,56spectroscopy are also providing new insights into
protein and ligand dynamics. Computer simulations are
widely used to study protein dynamics.57,58 Molecular
dynamics has been traditionally limited to very short time
scales (femtosecond to nanosecond) in relatively small
proteins, but increasing computer power, better theoretical
frameworks, and newer methodologies have been increasing
both the time scales and the protein sizes amenable to
computer simulation.58,59 Computer simulations serve as a
theoretical basis for predicting protein motion, analyzing
inputs from the wide variety of experimental techniques, and
probing dynamic information beyond what can be assessed
experimentally.

NMR, the focus of this review, is an especially powerful
experimental technique for studying protein dynamics. The
time scale available to NMR techniques ranges over 17
orders of magnitude (10-12 to 105 s), covering all of the
relevant dynamic motions in proteins. With newer labeling
strategies, nearly every atomic site can be probed with NMR-
active nuclei.60 Probes are monitored simultaneously, yielding
not only a qualitative picture of protein dynamics but in many
cases also a complete kinetic and thermodynamic profile of
the dynamic process. Newer TROSY (transverse relaxation
optimized spectroscopy) techniques are expanding the tra-
ditional size limitations of NMR,61,62reaching up to the 900
kDa GroEL complex,63 with dynamics studies being carried

out on the 82 kDa enzyme malate synthase G64 and the 300
kDa protein ClpP.65 New in-cell NMR methodology also has
the potential to provide complementary information to
fluorescence studies in a biological setting.66,67NMR provides
a complete and thorough description of protein dynamics at
a wide range of time scales at atomic resolution without the
introduction of bulky, potentially interfering, probes.

While new methodology is being developed to study RNA/
DNA enzymes,68,69 and preliminary data point to the
importance of dynamics for these catalysts,70,71 this review
will focus solely on protein dynamics and solution NMR.
There have been many reviews concerning NMR methodol-
ogy applied to protein dynamics16,21,22,42,72-78 including a
recent one that goes into much greater theoretical detail than
we do here.79 The focus of the current review will remain
on enzyme dynamics, although similar techniques have been
applied to protein folding and protein-protein, protein-
DNA, and nonenzyme receptor-ligand interactions.16,21,42,74

An important aspect that permeates much of our discussion
is the concept of energy landscapes and conformational
“substates”. Protein folding is generally discussed in terms
of an energy landscape “folding funnel” that describes the
thermodynamic progression through conformations or “sub-
states” leading to the folded or “ground-state” conformation
of the protein.80-85 Multiple folding paths, consisting of
different combinations of substates, are available, and
together, all available protein conformations represent the
conformation ensemble. The same framework can be applied
to folded proteins.84-87 Multiple protein conformations may
exist in thermal equilibrium in solution, in contrast to what
may be ascertained from static 3D structures. Structures
solved using X-ray crystallography or NMR generally
represent the lowest energy conformation and the time-
averaged conformational ensemble, respectively. The “ground-
state” conformations may comprise>90% of the ensemble,
but the sparsely populated, higher energy conformations can
also play important roles in the catalytic cycle of an enzyme.

This review will begin with a description of the NMR
methodology, followed by a discussion of selected enzyme
examples to explain important insights that have been gained
into protein dynamics and enzyme function from NMR
studies. We conclude with a general discussion relating the
“energy landscape” hypothesis to enzyme catalysis.

2. NMR Structural Probes for Protein Dynamics

Even before NMR was used to generate three-dimensional
protein structures, one-dimensional13C relaxation experi-
ments were devised to study protein dynamics.88-95 The
complexity of protein NMR spectra and the low natural
abundance of the non-proton NMR-active nuclei13C and15N
required the development of multipulse, multidimensional
NMR experiments and new isotopic enrichment strategies
for efficient measurement of protein relaxation.60,96-107 There
have been a few studies that utilize isotopes such as19F (e.g.
5′-fluorotryptophan in TIM108) and31P (e.g. phosphorylation
sites in PKA109), but by far, the most common nuclei
employed are15N, 13C, 2H, and1H to study both backbone
and side-chain motions. Uniform or nonspecific labeling with
15N, 13C, or 2H can be readily achieved by overexpressing
proteins inEscherichia coligrown in minimal medium with
a 15N-labeled nitrogen source (15(NH4)SO4 or 15NH4Cl), a
13C-labeled carbon source (e.g.13C-glucose), or2H2O.60 More
complex labeling schemes are also available for studying
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specific side-chain dynamics,60,106,110-115 and heterologous
expression is being explored with other organisms such as
the yeastPichia pastoris.116

2.1. Picosecond to Nanosecond Time-Scale
Motions

2.1.1. Fast Backbone and Side-Chain Motions

Backbone and side-chain fluctuations occur on the pico-
second to nanosecond (ps-ns) timescale. These are tradition-
ally studied in NMR by measuring three relaxation rates:
the longitudinal relaxation rate,R1, the transverse relaxation
rate,R2, and the steady-state heteronuclear NOE.99 Molecular
motion in theB0 field is closely coupled to nuclear spin
relaxation; molecular reorientation leads to fluctuating
magnetic fields that cause transitions between nuclear spin
states and cause coherences to dephase. The spectral density
function, J(ω), is proportional to the amplitude of the
fluctuating magnetic field at the frequencyω and is directly
related to the three relaxation rates. In the earliest studies of
ps-ns time scale protein dynamics, various models for
protein internal motion were used to generate different
spectral density functions that were then compared to the
experimental data. Subsequently, Lipari and Szabo117,118

generated a spectral density function that is independent from
any specific physical model for bond reorientation,

in the case for isotropic tumbling, whereτm is the correlation
time for the overall rotational diffusion of the macromolecule,
S2 is the order parameter, and 1/τ ) 1/τm + 1/τe, whereτe is
the time scale (ns) for the internal bond vector (e.g. N-H)
motions. An order parameter of 1.0 indicates complete
restriction of internal motion, and 0.0 indicates unrestricted
isotropic internal motion. It should be noted that it is possible
to interpretS2 in a physical framework.117,119 The simplest
model relatesS2 to “diffusion in a cone” with semiangle,θ,

The Lipari-Szabo formalism is also known as “model-
free” analysis and is by far the most common interpretation
of ps-ns enzyme dynamics; we will limit our discussion to
this framework, although we note that alternative approaches

such as the SLRS (slowly relaxing local structure) model120

have proved useful. Newer developments have taken into
account anisotropic macromolecular tumbling,121-125 further
parametrization ofS2 into picosecond (S2

f) and nanosecond
(S2

s) contributions126 when required by model selection, and
application of multiple magnetic field strengths.124,127-129

Most studies have focused on N-H bond vectors of the
backbone or selected side chain residues, but a similar
framework can be used with13C and 2H to gain a more
comprehensive understanding of the fast time scale motions
in enzymes (Table 1). In particular, analysis of both15N-
1H and 13CO-13CR bond vectors can yield more complete
information regarding the ps-ns time scale motions of the
protein backbone.130-132 These vectors point in different
directions and can therefore sense different reorientational
motions of the peptide plane. Internal motion about an axis
parallel to the N-H bond vector would not contribute to
the relaxation of the15N spin but could be sensed by
corresponding13C relaxation experiments.130-132 Studies on
the ribonuclease binase demonstrate that measuring15N
relaxation alone can lead to underestimations of the backbone
dynamics and incorrect physical models describing the
dynamics.130

Fast time-scale motions of the side chains can be readily
accessed by studying methyl dynamics in uniformly15N, 13C
and partially2H labeled proteins (Table 1).2H relaxation is
primarily quadrupolar, making contributions from other
processes such as cross-correlation with neighboring1H-
13C dipoles or relaxation from other nonbonded spins
insignificant, thereby simplifying analysis.133 The deuterium
relaxation is contained within a conventional constant-time
1H, 13C-HSQC experiment, eliminating the large deuterium
line widths, and measurements are based on the attenuation
of the cross-peaks in a simple 2D1H-13C spectrum.104

Multiple coherence relaxation pathways can be assessed for
2H, providing high internal consistency.134,135

Studies on side-chain dynamics often reveal a richer
tapestry of motions than backbone measurements alone. In
fact, protein backbone motions remain very poor predictors
of side-chain motions.136,137While there is a general decrease
in the methyl order parameter as the separation from the
backbone increases, there is only a very weak correlation
between the backbone amide order parameter (S2

NH) and the
alanine methyl axis order parameter (S2

axis), and there is no
significant correlation for any other amino acid residue.137

This has been shown to be the case for the enzyme
dihydrofolate reductase (DHFR).138 Order parameters (S2

axis

and S2
NH) collected from two complexes, with folate (E:

Table 1. Multiple NMR Probes for Studying Picosecond to Nanosecond Time Scale Motions in Enzymes

relaxing nuclei bond vector enzyme example protein size (kDa) pulse sequence ref
15N backbone N-H staphylococcal nuclease 99

Trp, N-H
Arg, HN-H a

13C CR-CO b
OC-CR c
C-HD2 HIV protease 22 287
C-HD2 malate synthase G 82 327

2H (D) backbone D-N d
methyl D-CH2 dihydrofolate reductase 18 104
methyl D-CDH malate synthase G 82 327
methylene D-CH e

a Pascal, S. M.; Singer, A. U.; Yamazaki, T.; Kay, L. E.; Forman-Kay, J. D.Biochem. Soc. Trans.1995, 23, 729. b Yamazaki, T.; Muhandiram,
R.; Kay, L. E.J. Am. Chem. Soc.1994, 116, 8266.c Dayie, K. T.; Wagner, G.J. Am. Chem. Soc.1997, 119, 7797.d Xu, J.; Millet, O.; Kay, L. E.;
Skrynnikov, N. R.J Am. Chem. Soc.2005, 127, 3220.e Yang, D. W.; Mittermaier, A.; Mok, Y. K.; Kay, L. E.J. Mol. Biol. 1998, 276, 939.

J(ω) )
S2τm

1 + ω2τm2
+

(1 - S2)τ

1 + ω2τ2
(1)

S2 )
cos2 θ(1 + cosθ)2

4
(2)
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folate) and folate plus NADP+ (E:NADP+:folate) bound,
demonstrate that the methyl order parameters decrease as
the distance from the backbone increases (Figure 2), but there
was significant variation for any given methyl type.138 The
variation for S2

axis also decreased with the number of
intervening bonds from the backbone.138

There have been a few attempts to reconcile dynamic and
structural characteristics of proteins. Not surprisingly, amino
acids with smaller side chains tend to have greater backbone
flexibility. 139 However, the variation ofS2

NH is larger than
the differences between the averages for different amino acid
types. Backbone amide order parameters are also only weakly
affected by secondary structure elements, with loops having
only slightly smaller averageS2

NH values than helices or
â-structures.99 BackboneS2

NH values can be predicted from
structures using a simple model that takes account of local
contacts to the NH and CO atoms of each peptide group.140

A more sophisticated model for predicting dynamics from
structure has recently been reported.141 There is also a weak
correlation of side chain order parameters with contact
distance between the methyl carbon and neighboring atoms
and with solvent exposure.137,142Finally, a weak correlation
betweenS2

axis and sequence conservation has been observed,
suggesting side-chain dynamics may be restricted in some
evolutionarily conserved structural motifs.143 These results
demonstrate that dynamics are strongly influenced by the
unique three-dimensional architecture of the protein and
cannot be readily predicted by the primary sequence or
secondary structure of the enzyme. It is an intriguing notion
that evolution may have selected for protein dynamics as
well as structure, and as will be shown, dynamics affects all
stages of enzymatic catalysis.

2.1.2. Order Parameters and Configurational Entropy

Protein folding has been described as a thermodynamic
balance between the entropic penalty incurred on going from
a highly disordered unfolded state to a highly ordered folded
state, and the compensating increase in entropy realized from
the release of water molecules that solvate the hydrophobic
groups in the unfolded protein.144,145 The conformational
entropy of the unfolded protein may be smaller than
previously theorized,146 and NMR studies147,148demonstrate
that the folded protein core is not at all rigid. This has

implications for the thermodynamic balance sheet for protein
folding, which we will not discuss here, but can also have
an impact on ligand exchange and catalysis in enzymes.

There have been attempts to reconcile order parameters
for the fast-time scale motions with thermodynamic param-
eters such as entropy and heat capacity,149-153 but there is
still no widely implemented method for quantifying entropy
based on fast time-scale motions. Regardless,S2 can still
serve as a qualitative “entropy meter”,16 reporting in a site-
specific manner on the loss, gain, and/or redistribution of
configurational entropy through different conformational
states of an enzyme.

Ligand binding to a protein results in the loss of six
rotational degrees of freedom at a potential cost of 20-30
kcal/mol.14 This can be offset by the presence of six new
degrees of freedom and the appearance of new vibrational
modes within the complex.14 Thus, as generally assumed,
ligand binding can result in the rigidification of the
protein,33,154-156 but it can also result in an overall in-
crease in protein dynamics or the redistribution of configu-
rational entropy to sites outside the ligand binding pocket
(Table 2).

Upon substrate binding, active sites and binding pockets
may become more rigid to exclude water or to position
important catalytic residues. Loops and flaps commonly
close over substrates and/or inhibitors and become more
ordered, such as those inâ-metallo-lactamase,157,158choris-
mate mutase,35 HIV protease,159 dihydrofolate reductase,160

and hypoxanthine-guanine-xanthine phosphoribosyltrans-
ferase (HGPRT).161 Known catalytic residues often become
more ordered on the ps-ns time scale, such as in ketosteroid
isomerase162 and ribonucleaseA (RNase A).153 The restriction
of protein motion within the substrate-bound state may act
to limit diffusion from the active site to retain substrate or
reactive intermediates, exclude water to maintain a conducive
dielectric environment,163,164constrain substrate into a con-
formation resembling the transition state to form a “near-
attack-conformation” (NAC),165 and/or optimally align re-
acting molecular orbitals via “orbital steering”.166 Regardless
of the specific catalytic mechanism, the system must pay a
thermodynamic price for ordering the active site. The
favorable enthalpy contribution to the enzyme-substrate
interaction, or the “intrinsic binding energy”,155 may partially
or fully compensate for the entropic penalty. It is also
possible that although the active site becomes more ordered
upon binding substrate, there is a redistribution of entropy
throughout the rest of the system. In ketosteroid isomerase,
NMR studies have shown that while Tyr14, the active-site
general acid, becomes highly structured upon binding the
product analogue 19-nortestosterone hemisuccinate,167 the
majority of residues outside the binding pocket become less
ordered (Figure 3).168 Similar phenomena have been observed
in adenylate kinase,169 oxalocrotonate tautomerase,170 thio-
purine methyltransferase,171 and topoisomerase I.37 Redis-
tribution of entropy may occur throughout the protein, as
observed in topoisomerase I,37 or there may be specific distal
regions that become less ordered upon ligand binding. For
example, in the bound form of adenylate kinase, increased
motion is localized to two loops that act as a “substrate
binding energy counterweight” (Figure 4).169,172 In other
enzymes, motion increases either at subdomain37 or inter-
subunit168,170interfaces, raising the intriguing possibility that
protein dynamics plays a role in allosteric regulation.32,173-177

Figure 2. The methyl order parameters (S2
axis) increase as a

function of distance from the backbone inE. coli dihydrofolate
reductase. Data for the figure are taken from ref 138.
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Figure 3. Redistribution of configuration entropy in∆5-3-ketosteroid isomerase (KI) upon binding 19-nortestosterone hemisuccinate (cyan).
(A) Solution structure (dimer) of KI (PDB 1BUQ) with steroid bound. Monomer units are colored green with orange steroid, and red with
blue steroid. The important catalytic residue Tyr 14, which has reduced motion in the presence of ligand, is indicated. (B and C)S2

NH for
free and steroid-bound enzyme, respectively, plotted onto the KI backbone using a color scheme ranging from blue (S2

NH > 0.95) to red
(S2

NH < 0.8). Yellow balls indicate residues undergoing conformational exchange (Rex > 2 s-1). (D) Residues with increased ps-ns motion
in steroid-bound enzyme (i.e.S2

free > S2
bound) are colored green, residues with decreased ps-ns motion in the steroid-bound enzyme (i.e.

S2
free < S2

bound) are colored yellow, and residues whereS2
free and/orS2

bound could not be determined are colored gray. This figure was
generated using MOLMOL354 with data from ref 168.

Table 2. Complex Changes in Enzyme Dynamics upon Binding Ligand

comparison between
(f)ree and (b)ound enzymes

enzyme ligand S2 Rex notes ref

Overall Decrease in ps-ns Time Scale Motions upon Ligand Binding
adenylate kinase two-substrate mimic AP5Aa b > f b < f partial redistribution of ps-ns time scale motions 172
barnase barstar b> f n.a. b
chorismate mutase transition-state analogue b> f b < f decrease in both ps-ns andµs-ms motions 35
HIV protease inhibitor DMP323 b> f b > f overall decrease in ps-ns motions but newµs-ms

motions, especially at the dimer interface
159

malate synthase G pyruvate and acetyl CoA b> f partial redistribution of ps-ns methyl side chain
dynamics

327

phosphoribosyl
transferase

PRPPc and GMP b> f n.a. specific15N histidine showed reduced ps-ns motion 161

RNase A inhibitor pTppApd b > f b ∼ f 153
RNase H Mg+ AMP b > f b > f ps-ns motions are damped, but newµs-ms motions

appear
317

RNaseT1 2′-GMP b> f n.a. e

Overall ps-ns Time Scale Motions Similar between Apoenzyme and Complexed Enzyme
R-lytic protease inhibitor peptide

boronic acidf
b ∼ f b < f ps-ns motions remain similar, but exchange

processes in binding pocket stabilized
36

hen lysozyme tri-N-acetyl-chitotrioside b∼ f b ∼ f redistribution of both ps-ns andµs-ms time scale
motions

g

human lysozyme tri-N-acetyl-chitotrioside b∼ f b > f redistribution of both ps-ns andµs-ms time scale
motions, but increasedRex

h

metalloâ-lactamase inhibitor SB225666 b∼ f b ∼ f similar S2 andRex terms, but general increase inτe,
reporting on ns motions

158

4-oxalocrotonate
tautomerase

inhibitor cis,cis-muconate b∼ f b > f ps-ns motions decrease at intrasubunit interfaces
but increase at intersubunit interface, newµs-ms
motions appear

i

thiopurine methyl-
transferase

substrate analogue
sinefungin

b ∼ f b < f ps-ns motions increase in core but decrease in
the less conserved periphery; someµs-ms motions
are damped

171

xylanase trapped glycosyl-enzyme
intermediate

b ∼ f b < f ps-ns motions similar, but loss ofµs-ms motions j

Overall Increase in ps-ns Time Scale Motions
3-ketosteroid

isomerase
19-nortestosterone

hemisuccinate
b < f b ∼ f some tightening around binding pocket but

increase in motion throughout protein, especially
dimer interface

168

topoisomerase I ssDNA b< f b > f general increase in ps-ns motions, especially in
intersubdomain region, also newµs-ms time
scale motions

37

a AP5A ) P1,P5-bis(5′-adenosine)pentaphosphate.b Sahu, S. C.; Bhuyan, A. K.; Udgaonkar, J. B.; Hosur, R. V.J. Biomol. NMR2000, 18, 107.
c PRPP) R-D-5-phosphoribosyl-1-pyrophosphate.d pTppAp ) 5′-phosphothymidine(3′,5′)pyrophosphate adenosine 3′-phosphate.e Fushman, D.;
Weisemann, R.; Thu¨ring, H.; Rüterjans, H.J. Biomol. NMR1994, 4, 61. f N-tert-butyloxycarbonyl-Ala-Pro-boroVal.g Mine, S.; Tate, S.; Ueda, T.;
Kainosho, M.; Imoto, T.J. Mol. Biol. 1999, 286, 1547.h Mine, S.; Ueda, T.; Hashimoto, Y.; Imoto, T.Protein Sci.2000, 9, 1669. i Stivers, J. T.;
Abeygunawardana, C.; Whitman, C. P.; Mildvan, A. S.Protein Sci.1996, 5, 729. j Connelly, G. P.; Withers, S. G.; McIntosh, L. P.Protein Sci.
2000, 9, 512.

3060 Chemical Reviews, 2006, Vol. 106, No. 8 Boehr et al.



2.2. Microsecond to Millisecond Time Scale
Motions

2.2.1. Conformational Exchange

R2 relaxation rates cannot always be fully accounted for
in Lipari-Szabo “model-free” analysis in terms of ps-ns
time-scale motions, and a new factor,Rex, must be intro-
duced.73,178 Rex is the relaxation rate due to conformational
exchange, as nuclei sample multiple conformations and
magnetic environments. This leads to broader cross-peaks
that cannot be accounted for by theR1 and NOE data.

Conformational exchange processes generally occur on
microsecond to millisecond (µs-ms) time scales and thus
report on slower motions thanS2 or τe. There is no
straightforward relationship between the ps-ns andµs-ms
time-scale motions. For example, experiments on enzyme
systems have shown that ligand binding that decreases the
ps-ns time scale motions may increase, decrease, or not
affect the µs-ms time scale motions (Table 2). This
obviously also has an effect on the overall entropy contribu-
tion, but this has not been fully explored.

Many biological processes occur on theµs-ms time scale,
including protein folding, substrate binding, allosteric regula-
tion, and catalysis,4,22,41 underscoring the importance of
studying slower time-scale motions. In a two-site exchange
process (AH B), R2 measured for substate A depends on
the transverse relaxation rate constants in the absence of
exchange (R0

2A and R0
2B), the populations of the states

(pA and pB), the chemical shift difference of the states
(∆ω ) |ωB - ωA|), and the chemical exchange rate
constantkex (kex ) k1 + k-1) according to the Swift-Connick
equation

in the limit of fast exchange (kex . ∆ω) and whenpA .
pB.74,179 More general treatments of the effect of exchange
on R2 relaxation rates are available.180,181

Model-free analysis can give only estimates of the
magnitude ofRex and thus gives only a qualitative view of
µs-ms time scale motions. Failure to correctly account for
anisotropic molecular tumbling leads to errors inRex, further
limiting the usefulness of the model-free approach for
studying exchange processes. For complete characterization
of conformational exchange,R1F or R2 relaxation dispersion
experiments must be used (Table 3). In these experiments,
Rex contributions are partially or fully suppressed by applying
an external radio frequency (rf) field either by “spin-locking”
(R1F) or by applying a series of refocusingπ pulses in a
Carr-Purcell-Meiboom-Gill (CPMG) R2 relaxation disper-
sion experiment (Figure 5). Plotting the relaxation rate
constant as a function of applied rf field strength then yields
dispersion curves that can be fitted to obtain values forkex,
∆ω, andpApB (Figure 5). In the case where exchange is fast
on the chemical-shift time scale (i.e.kex > ∆ω), and assuming
R0

2A ) R0
2B ) R0

2, R2 is related to the exchange parameters
by

whereτCP is the time between centers of successiveπ pulses
in an R2 relaxation dispersion experiment andR0

2 is the
transverse relaxation rate constant in the absence of ex-
change.79 However, in this regime, only values forkex and
Φex ) pApB∆ω2 can be determined.79 In the slow to
intermediate time regime (i.e.kex e ∆ω), kex, pApB, and∆ω
can be deconvoluted by the following equations,

Figure 4. Changes in the backbone dynamics of adenylate kinase
upon binding the two-substrate mimic AP5A. (A and B) Structures
of the “open” (PDB 4AKE) and “closed” (PDB 1AKE) AK,
respectively, with AP5A shown in blue and the “lid” domain in
red. (C and D)S2

NH for free and AP5A-bound enzyme, respectively,
plotted onto the AK structures using a color scheme ranging from
blue (S2

NH > 0.95) to red (S2
NH < 0.8). Yellow balls indicate

residues undergoing conformational exchange (Rex > 2 s-1). (E)
Residues with increased ps-ns motion in AP5A-bound enzyme (i.e.
S2

free > S2
bound) are colored green, residues with decreased ps-ns

motion in the AP5A-bound enzyme (i.e.S2
free < S2

bound) are colored
yellow, and residues whereS2

free and/or S2
bound could not be

determined are colored gray. With AP5A bound, there are reduced
ps-ns and µs-ms motions in AK overall but a small com-
pensatory increase in the ps-ns motions in the “counterweight
loops”. This figure was generated using MOLMOL354 with data
from ref 169.

R2 ) pAR0
2A + pApBKex[R0

2B(R0
2B + pAkex) + ∆ω2

(R0
2B + pAkex)

2 + ∆ω2 ] (3)

R2(1/τCP) ) R0
2 +

pApB∆ω2

kex
[1 -

2 tanh(kexτCP/2)

kexτCP
] (4)

R2(1/τCP) ) R0
2 +

1
2[kex - 1

τCP
cosh-1[D+ cosh(η+) - D- cos(η-)]] (5)
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in which

where ψ ) kex
2 - ∆ω2 and ú) -2∆ω(pA - pB).79 Data

analysis can be made more robust by conducting the
dispersion experiments at two or more externalB0 field
strengths and fitting residues experiencing the same confor-
mational exchange process with globalkex andpApB values.182

In favorable cases, the sign of∆ω can also be determined
through comparison of HSQC and HMQC spectra at a single
spectrometer frequency, or by measurement of HSQC spectra
at multiple external field strengths.180

By far the most common experiment to studyµs-ms
protein dynamics utilizesR2 relaxation dispersion; only a
few studies have reported on enzyme dynamics usingR1F
methodology. However,R1F experiments can use higher
effective rf field strengths, allowing the study of faster (µs
time scale) motions,183-187 and there have also been attempts
to extendR1F methodology into slower time scales.188-190

The most common spin probe is15N, with CPMG pulse
sequences available to study single quantum,191,192 zero
quantum,193 double quantum,193 and multiple quantum194

coherences for backbone and side-chain195 groups in both
TROSY196 and non-TROSY formats (Table 3). The study
of multiple coherences is especially relevant when confor-
mational exchange is more complicated than two-site.193,194

Complementary information can be obtained by studying
13C197,198 and 1H relaxation dispersion.198-200 These probes
may undergo different conformational exchange processes
and give additional insight into the excited protein states
being sampled. The chemical shifts of the three nuclei report
on different conformational parameters,201,202with contribu-
tions to1H and15N chemical shifts being the most compli-
cated. However,13CR and 13CO chemical shifts depend
primarily on local dihedral angles,202 potentially enabling
direct structural studies on sparsely populated, high energy
protein substates. In cases where there is a suitable reference
state,∆ωN and∆ωH also give valuable structural insight into

higher energy conformations,203 as demonstrated in adenylate
kinase (AK),204 DHFR,205 and RNaseA.206 Side-chainµs-
ms time-scale motions can also be studied using13C
relaxation dispersion.207,208

Table 3. Multiple Probes for Studying Conformational Exchange with NMR

probe group enzyme example protein size (kDa) pulse sequence ref

R2 Relaxation Dispersion Experiments
15N (SQ) backbone and Trp NH dihydrofolate reductase 18 a
15N (MQ) backbone and Trp NH 194
15N (ZQ/DQ) backbone and Trp NH 193
15N (TROSY) backbone and Trp NH triosephosphate isomerase 54 196
15N Asn, Gln NH2 T4 lysozyme 19 195
1H backbone and Trp NH HIV protease 22 199
1H (TROSY) backbone and Trp NH 193
13C backbone CO HIV protease 22 198
13C backbone CR 197
13C side-chain CH2
13C side-chain CH3 T4 lysozyme 19 208
13C (TROSY) side-chain CH3 malate synthase G 82 331

R1F Experiments
15N backbone and Trp NH T4 lysozyme 19 188
1H backbone and Trp NH b
13C backbone CR c

a Wang, C.; Grey, M. J.; Palmer, A. G.J Biomol. NMR2001, 21, 361. b Eichmuller, C.; Skrynnikov, N. R.J Biomol. NMR2005, 32, 281.
c Lundstrom, P.; Akke, M.ChemBioChem2005, 6, 1685.

D( ) 1
2[(1 + ψ + 2∆ω2

(ψ2 + ú2)1/2]1/2

(6)

η( )
τCP

2
[(ψ + (ψ2 + ú2)1/2]1/2 (7)

Figure 5. R2 relaxation dispersion methodology. (A) A series of
2D HSQC spectra are recorded that have differentτcp values. There
are generally twoπ-train segments in a pulse sequence such that
the rate constants for the in-phase and anti-phase coherences are
averaged.191 (B) A typical 15N R2 relaxation dispersion curve.
Results are made more robust by conducting the experiment at two
or more external magnetic field strengths. For a uniformly15N-
labeled protein, every amide N atom (except for Pro and the
N-terminus) potentially yields one dispersion curve, if exchange
is on an appropriate time scale, and thus gives site-specific
information on the kinetics and thermodynamics ofµs-ms time-
scale motions.
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2.2.2. Slow Motions in the Model Enzyme T4 Lysozyme

The power of usingR2 relaxation dispersion experiments
in studyingµs-ms protein dynamics is exemplified by the
enzyme T4 lysozyme. Phage T4 lysozyme has long served
as a model system for understanding the relationships
between structure, protein folding, and enzyme function.209-216

More recently, a point mutant of the enzyme, Leu99Ala, has
served as a model system for understanding the relationship
between ligand binding andµs-ms time-scale motions. This
mutation strongly reduces the thermal stability of the
protein,209,210although the overall three-dimensional structure
is nearly identical to that of the wild-type.217 The most
significant change to the structure is the enlargement of an
internal cavity that has been shown to bind small, hydro-
phobic aromatic compounds and xenon,209-212 even though
the cavity is completely buried in the protein interior and is
inaccessible to solvent, as judged from the static crystal
structure. This suggests that the protein must access a higher
energy conformation that somehow exposes the cavity to
solvent, thereby allowing entry of xenon and the other
ligands.

Model-free analysis showed little change in backboneS2
NH

and methyl side-chainS2
axis order parameters between wild-

type (WT) T4 lysozyme and the Leu99Ala mutant protein,
suggesting similar ps-ns dynamics, but newRex terms
emerged for both backbone and side-chain groups surround-
ing the cavity in Leu99Ala that were not present in the WT
enzyme.218 This finding prompted further work to studyµs-
ms time-scale motions using15N probes for backbone19 and
side-chain195 groups and13C probes for methyl side-chain
dynamics19,207 using R2 and R1F188 relaxation dispersion
methods. More than 150 backbone and 75 side chain sites19

were monitored for conformational exchange. As in the
model-free study, only amino acid residues surrounding the
cavity showed significantµs-ms time-scale motion19 in the
Leu99Ala mutant that was not present in the WT enzyme208

(Figure 6). Data for both15N backbone and13C methyl side-

chain sites were well fit to a two-site exchange model.19

Individual values forkex clustered around a narrow distribu-
tion and were subsequently fit to a dominant global exchange
process withkex values at 25°C of 1030 s-1 and 1370 s-1

for 15N and13C probes, respectively.19 The similarity between
these exchange rate constants and the off-rate constants of
the ligands (325-800 s-1) suggests ligand binding and
protein dynamics are coupled.19 Thermodynamic parameters
for the exchange process were also extracted by repeating
the experiment at seven temperatures (10-28 °C).19 The less
populated conformation was found to be 2 kcal/mol higher
in energy than the ground-state complex, with unfavorable
enthalpy (7.1 kcal/mol) and favorable entropy contributions
(5.1 kcal/mol). The partially compensating increase in
disorder suggested a local unfolding of the protein to allow
the ligands access to the internal cavity.19

These elegant studies on T4 lysozyme allowed for a
complete structural, kinetic, and thermodynamic character-
ization of the µs-ms time-scale motions for both the
backbone and side-chain groups. Similarly, rigorous studies
on other enzymes have the capacity to reveal the role that
higher energy protein substates play in other aspects of
enzyme catalysis. The following case studies will highlight
the role of protein dynamics in various phases of the catalytic
cycle with special emphasis on the role ofµs-ms time-scale
motions that are on the same time scale as the events in
catalysis.

3. Case Studies in Enzyme Dynamics

3.1. Conformational Selection in Ribonuclease A
RNase A is a small (13.7 kDa) enzyme responsible for

cleaving single-stranded RNA, specifically on the 3′-side of
pyrimidine residues.219 The enzyme is secreted from the
pancreas and is believed to function primarily as a digestive
enzyme.153,219 RNaseA has a long history in serving as a
model enzyme for functional and structural studies (reviewed

Figure 6. Conformational exchange in T4 lysozyme Leu99Ala (PDB 1L83). (A) Surface representation with the internal cavity generated
from mutation of Leu99 to Ala shown in black. (B) Residues with significantRex using diverse probes, including the15N backbone (red),
15N Asn/Gln side chains (green), the1HN backbone (blue), and13CH3 side chains (yellow), are shown with colored balls. Most of the
residues showing conformational exchange occur around the pocket created by the mutation (Ala99 in cyan). The enzyme must sample a
higher energy conformation that allows access to the internal cavity. This figure was generated using MOLMOL354 with data taken from
refs 195 and 208.
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in ref 219). There are over 100 structures of RNaseA in the
protein databank (PDB). The enzyme consists of two
antiparallelâ-sheets, each containing threeâ-strands, which
form a V-shaped motif. ThreeR-helices and six loop/turn
regions pack against the centralâ-sheet core. The enzyme
is further stabilized by disulfide bonds between eight cysteine
residues to form a very rigid structure (Figure 7).

Model-free analysis of free RNaseA153,220provides direct
evidence that the protein is very rigid on the ps-ns time
scale. The binding of the nanomolar inhibitor pTppAp (5′-
phosphothymidine(3′,5′)pyrophosphate adenosine 3′-phos-
phate) further increasesS2

NH throughout the enzyme (Figure
7).153 In this case, there is no redistribution of configurational
entropy as observed for enzymes such as 4-oxalocrotonate
tautomerase,170 and even residues outside the active-site
pocket exhibit increasedS2

NH (Figure 7).153 However, the
temperature dependence ofS2

NH, a measure of entropy,
reveals a redistribution of heat capacity (∆Cp) upon inhibitor
binding.153 There is no net change in heat capacity but only
residue-specific changes with a balance of positive and
negative contributions (Figure 7).153 The NMR measurements
are consistent with theoretical calculations153,221,222 that
suggest the backbone provides 40-45% of the residual
configurational entropy upon protein folding.

While RNase is rigid on the ps-ns time scale, it is
significantly more flexible on theµs-ms time scale. The

µs-ms time scale motions are very similar between free and
inhibitor bound enzyme (Figure 8).153,206 15N R2 relaxation
dispersion allowed for kinetic (kex), thermodynamic (pApB),
and structural (∆ω) characterization of the conformational
exchange processes.206 A correlation was observed between
the ∆ω values for the free- and inhibitor-bound enzyme,
suggesting that a structurally similar process occurs in both
cases (Figure 8).206 The µs-ms time scale motions in the
inhibitor-bound enzyme are not due to ligand binding/release,
since the population of free enzyme is only 0.02%, consider-
ably less than the measured population (pb) of the higher
energy conformer.206 These results suggest that RNaseA is
in dynamic equilibrium between two conformations repre-
senting the free and inhibitor-bound forms of the enzyme.206

The agreement betweenkex and ligand off-rates observed in
RNaseA is consistent with a functional role for the higher
energy conformation.206 In this scenario, the higher-energy
protein conformation is responsible for binding ligand in the
free form, and the higher-energy conformation in the
inhibitor-bound form is involved in the release of ligand.
This represents a process of “conformational selection”:
83,223-229 a ligand binds to a sparsely populated, higher energy
conformation that is more complimentary to the ligand than
is the “ground-state” conformation and, through binding, the
free energy of the complex is reduced such that the higher
energy substate becomes the new highly populated “ground-

Figure 7. Changes in configurational entropy in ribonuclease A as a function of temperature and ligand binding. (A and B) Structures of
RNaseA in the free (PDB 7RSA) and with pTppAp (in blue) bound (PDB 1U1B). (C) Changes inS2

NH with increasing temperature in free
(top row) and pTppAP bound (bottom row) enzyme. Panel C is redrawn with permission from ref 153. Copyright 2003 American Chemical
Society.
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state” conformation (Figure 9). A very recent study shows
that a similar process occurs in the 3′-CMP-bound RNaseA
product complex.230 The dynamic process is disrupted by
mutating Asp121, a strictly conserved residue that does not
make any direct contact with substrate or product.230Mutation
of Asp121 to Ala results in a 90% loss of catalytic activity.231

In Asp121Ala, there is “dynamic uncoupling” such that some
residues can no longer be fit globally to the samekex.230

However, the∆ω values do not change, implying that the
structural changes are identical between the wild-type and
Asp121Ala.230 Asp121 is thus conserved not because it is
involved directly in the chemical transformation but because
it is involved in coordinating dynamic events important for
catalysis.230

Conformational selection is in the spirit of the Monod-
Wyman-Changeux (MWC) mechanism of allosteric transi-
tions,232 and it can now be applied to “nonallosteric”
proteins.83,174,175,228Enzyme inhibitors disturbing the equi-
librium between free and bound conformations would have
the ability to reduce substrate binding even if the inhibitor-
binding pocket is distant to the active site.83,175,228As we
will discuss below, NMR and computer simulations suggest
that protein dynamics are often correlated between distant,
solvent-exposed residues and catalytically important, active-
site residues, and thus, an opportunity exists to develop
“allosteric” inhibitors for “nonallosteric” enzymes.233-235This
approach would be especially powerful in situations where
inhibitor/drug resistance develops, as it provides additional
sites outside the substrate binding pocket that could be
targeted. Protein dynamics, revealed by NMR and other
techniques, thus provide new complexities and new op-
portunities in structure-based drug design.31,38-40

3.2. Reaction Coordinate Compression in E. coli
Dihydrofolate Reductase

DHFR is an extremely well characterized enzyme in both
structural and mechanistic terms.5 The enzyme catalyzes
stereospecific hydride transfer from C4 of NADPH to the
C6 position of 7,8-dihydrofolate (DHF) to form 5,6,7,8-
tetrahydrofolate (THF). The enzyme is ubiquitous, and its
central role in the maintenance of cellular pools of THF
makes it an attractive target for antibacterial, antimalarial,
and anticancer agents.236-238The complete kinetic mechanism
for wild-type E. coli DHFR239 and a number of mutant
enzymes has been elucidated.240-243 The E. coli enzyme
cycles through five intermediates, E:NADPH, E:DHF:
NADPH, E:THF:NADP+, E:THF, and E:THF:NADPH.
Importantly, there is rebinding of NADPH prior to the release
of THF product so that free enzyme is never generated under
steady-state turnover conditions at cellular concentrations of
substrate and cofactor. Moreover, the rate-determining step
in the catalytic cycle is not hydride transfer but the release
of THF from the E:THF:NADPH ternary product release
complex.239

There are over 40 X-ray structures ofE. coli DHFR,5 and
importantly, there are isomorphous crystal structures for all
of the intermediates or models of the intermediates that
delineate the conformational changes that occur throughout
the catalytic cycle.244,245 The 159-residue enzyme consists
of a central eight-strandedâ-sheet (â-strands A-H) and four
flanking R-helices (RB, RC, RE, and RF) (Figure 10). The

Figure 8. Conformational selection in ribonuclease A. (A and B)
Residues with significantRex from 15N R2 relaxation dispersion
experiments for free and pTppAp-bound enzyme, respectively, are
shown as balls. His119 is an important catalytic residue (shown as
an enlarged ball). Blue and red balls are color-coded according to
the points in panel C, and residues with yellow balls indicate
dispersion can only be evaluated for either free or inhibitor bound
enzyme. (C) The dynamic chemical shift changes (∆ω) between
lowest energy and higher energy conformations of RNaseA are
similar between free and inhibitor-bound enzyme. Panels A and B
were generated using MOLMOL.354 Panel C is reprinted with
permission from ref 206. Copyright 2005 American Chemical
Society.

Figure 9. Schematic figure showing potential mechanisms for
interaction between enzymes and ligands. Lock-and-key355 and
induced-fit343 assume conformational homogeneity, but conforma-
tional selection224 takes into account conformational heterogeneity.
The conformational ensemble may also be altered by allosteric
ligands binding to alternative sites on the enzyme.
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protein can be divided into two subdomains, the smaller
adenosine binding domain (residues 38-88) and the major
subdomain (sometimes called the loop subdomain), with the
active-site cleft between them. The major subdomain contains
three important loops: the Met20 loop (residues 9-24) closes
over the active-site pocket, and the FG (residues 116-132)
and GH (residues 142-150) loops stabilize the various
conformations of the Met20 loop. There are four conforma-
tions of the Met20 loop that have been observed in the
crystalline state, with theclosedandoccludedconformations
being most important to the catalytic process.246 In the
substrate binding complexes, E:NADPH and E:folate:
NADPH, the Met20 loop forms aclosed conformation;
however, upon hydride transfer, there is aclosed-to-occluded
conformational change in the Met20 loop245,246(Figure 10).
In theoccludedconformation, the nicotinamide ring is pushed
out into the solvent and is sterically hindered from entering
the active-site pocket. Thus, only theclosedconformation
is conducive to catalysis. Theclosed conformation is
stabilized by hydrogen bonds between Gly15 (CO) and
Gly17 (NH) of the Met20 loop and Asp122 (NH and Oδ) in
the FG loop, but in theoccluded conformation, these
hydrogen bonds are broken and new ones are formed
between Asn23 (CO and NH) and Ser148 (NH and Oγ) in
the GH loop.245

The ps-ns time-scale motions of the enzyme have been
probed in three complexes, E:folate, E:folate:NADP+, and
E:folate:5,6-dihydroNADPH (DHNADPH).138,160,247,248E:folate
and E:folate:DHNADPH are bothoccludedcomplexes and
serve as models for the E:THF and product ternary com-
plexes (E:THF:NADP+/E:THF:NADPH), respectively. The
Met20 loop in E:folate:NADP+ is in aclosedconformation
with both the pterin ring of folate and the nicotinamide ring
of the cofactor inserted into the active-site pocket, and so
this complex serves as a model for the E:DHF:NADPH
Michaelis complex. Model-free analysis of15N relaxation
data for the twooccludedcomplexes gave very similar
results.160 Several residues in the Met20 and FG loops have
below-averageS2

NH values with internal correlation times
on the order of 1-2 ns. However, the motions in the Met20
and FG loops are attenuated in theclosedMichaelis model
complex, with increasedS2

NH and/or loss of nanosecond (τe)
time-scale motion (Figure 10). A similar phenomenon is
observed in the side-chainS2

axis methyl order parameters.138

There is general restriction of the ps-ns time scale motions
in the Met20 and FG loops in theclosedE:folate:NADP+

complex, as compared to E:folate. Side-chain order param-
eters also increase for those residues around the nicotinamide
binding pocket138 (Figure 10). The tightening of the Met20
loop over the active-site pocket and the decrease in fast time-

Figure 10. ps-ns time scale motions in dihydrofolate reductase. (A and B)S2
NH plotted onto the structures for E:NADP+:folate (PDB

1RX2) and E:folate (PDB 1RX7), respectively, on a scale from red (with thickened tube) to blue indicating lower and higher values ofS2,
respectively. Folate is shown in green, and NADP+ is shown in yellow. (C) Difference in methylS2

axis between E:NADP+:folate and
E:folate. (D) Normalized methylS2

axis for E:folate. In panels C and D, the Met20 loop is shown in green, the F-G loop in blue, and the
G-H loop in pink. Methyl groups are shown as balls, colored according to the scales indicated. Folate is shown in gray, and NADP+ is
shown in yellow. Reprinted with permission from refs 138 and 160. Copyright 2004 and 2001 American Chemical Society.
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scale motions may be important for limiting diffusion into
and out of the pocket and for maintaining the nicotinamide
ring in a conformation conducive to hydride transfer.

The ps-ns dynamics for theoccludedcomplexes E:folate
and E:folate:DHNADPH are very similar, suggesting that
the determining factor is theclosedor occludedconformation
of the enzyme. While the fast time-scale dynamics appear
to be ligand nonspecific,R2 relaxation dispersion studies of
the various intermediates in the DHFR catalytic cycle suggest
that motions on theµs-ms time scale are influenced by the
nature of the bound ligands205 (Boehr et al., in preparation).
Studies of the slower time-scale motions of theclosed
E:folate:NADP+ complex, a model for the Michaelis com-
plex, reveal significant exchange contributions to relaxation
at several sites in the polypeptide chain.205 Chemical shift
perturbation studies have identified sets of marker resonances
that report on cofactor binding, substrate/product binding,
and theclosed-occludedconformational change.249The most
significantRex terms for the E:folate:NADP+ complex arise
for the “closed-occluded transition” markers (Figure 11A).
Moreover, the∆ω values determined from global fits of the
dispersion curves for these and other residues with significant
Rex values correlate with the equilibrium chemical shift
differences∆δ between theclosedE:folate:NADP+ complex
and theoccludedE:folate:DHNADPH complex (Figure 11B).
This suggests that the E:folate:NADP+ complex, which
adopts aclosedconformation in its ground state, samples a
higher energy excited state in which the active-site loops
are in theoccludedconformation. The kinetics for this con-
formational exchange is very similar to the hydride transfer
rate, pointing toward its importance to the catalytic cycle.

TheRex values for the E:folate:NADP+ complex are quite
different from those of the E:folate binary complex, deter-
mined from model-free analysis160 andR2 relaxation disper-
sion data (McElheny et al., unpublished). In E:folate,Rex

terms, which are absent for E:folate:NADP+, are observed
for residues whose chemical shifts report on cofactor binding,
suggesting that motions in the cofactor binding pocket are
important for binding NADP(H). Indeed, the∆ω values for
these residues correlate with equilibrium∆δ values for
binding of cofactor (unpublished data), suggesting that the
enzyme samples a high energy state in which the conforma-
tion of the (empty) adenosine binding site resembles that of
the cofactor bound complex. These results provide strong
support for a mechanism in which cofactor binding occurs
by a process of conformational selection.

Slower time-scale motions may also play a critical role in
catalysis. Several isoleucine, threonine, and valine residues
undergo dynamic rotamer averaging about theø1 dihedral
angle on theµs-ms time-scale, as evidenced by line-
broadening.138 This includes Ile14 and Ile94, which both
populate thegauche+ and trans rotamers in solution;
however, in the X-ray structures, only thegauche+ confor-
mation is observed.245 In the trans conformation, the side
chains of these residues would overlap significantly with
atoms of the nicotinamide and pterin rings, respectively. This
unfavorable interaction could be overcome by motion of the
rings toward one another, thus shortening the hydride donor-
acceptor distance (Figure 12). Based on kinetic isotope effects
(KIE), the DHFR reaction is significantly influenced by
hydrogen tunneling events.250-253 Hydrogen tunneling and
hydride transfer are highly distance-dependent,254-256 and so,
rotamer averaging and side-chain motion could significantly
affect enzyme catalysis.138 Optimal geometry for hydride

transfer requires that hydride donor and acceptor atoms
approach within 0.8 Å of their van der Waals radii, and thus,
the transrotameric substate observed by NMR could play a
role in stabilization of the transition state.255 Consistent with
this notion, mutation of Ile14 leads to a 20-fold reduction in
the hydride transfer rate.257 The coupling of motion and
hydride transfer has been studied extensively in alcohol
dehydrogenases and related enzymes.258

Several residues showing rotamer averaging in the E:folate:
NADP+ model of the Michaelis complex have similar
rotamer distributions (major rotamer∼ 65% and minor
rotamer∼ 35%). These include residues Val10, Val13, Ile14,
Thr113, Ile115, and Val119,138 all of which are near each
other in the 3D structure (Figure 12), providing strong
evidence that the rotamer jumps of these side chains are
correlated. This is in marked contrast to the case of the
E:folate complex, where rotamer populations are more

Figure 11. µs-ms time-scale motions in the E:NADP+:folate
DHFR complex at 303 K. (A) Chemical shift perturbation studies249

identified “cofactor-binding” (green), “folate-binding” (blue), and
“closed-occluded transition” (red) marker residues. Gray regions
indicate residues that do not fall into any of the three marker groups.
Residues that exhibit significant exchange contributions in15N R2
relaxation dispersion experiments are shown as balls, with red balls
indicating the “closed-occluded transition” marker residues.205

Folate is shown in yellow, and NADP+ is shown in magenta. (B)
The correlation between dynamic chemical shift (∆ω) and equi-
librium chemical shift (∆δ) changes indicates that E:DHNADPH:
folate, an occluded complex, is a good model for the higher energy
conformation of E:NADP+:folate, a closed complex. “Closed-
occluded transition” markers are highlighted in red. The sign of
∆ω was determined through comparison of HSQC/HMQC spec-
tra180 for most of the resonances (filled circles).
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heterogeneous.138 These results are of considerable signifi-
cance in light of molecular dynamics simulations that
demonstrate correlated fluctuations throughout the protein,259

which may be interpreted in terms of concerted transitions
between substates260-262 or stepwise dynamic coupling.263-266

In particular, it has been suggested that Ile14 participates in
a network of “coupled promoting motions” that facilitate
hydride transfer.265 Coupled motions disappear in other
complexes of the enzyme, such as E:THF:NADP+ and
E:THF:NADPH,259 consistent with the observations from
NMR experiments on the E:folate complex. Thus, NMR is
consistent with computer simulation and KIEs that suggest
protein dynamics are intimately linked with hydride transfer.

3.3. Substrate Binding and Drug Resistance in
HIV Protease

The human immunodeficiency virus (HIV) protease is an
important target for development of drugs against AIDS. The

protease is a major determinant in the life cycle of HIV,
cleaving the Gag and Pol polyproteins into mature structural
proteins, and inhibition of the enzyme leads to the production
of noninfectious particles.267,268HIV protease has served as
a paradigm for structure-based drug design, with several
potent protease inhibitors already in clinical use.269-271

However, the emergence of protease variants resistant to the
inhibitors compromises drug treatment.269-271 While several
of the responsible mutations occur around the active-site
pocket, distant mutations can also lead to a decrease in
inhibitor sensitivity or compensate for activity lost by
mutation to the active-site residues.272 The HIV protease is
very plastic and remains a resilient drug target.

The HIV protease is a 22 kDa homodimer. The “flaps”
(residues 34-59), a pair of two-strandedâ-sheets at the top
of the protein, control access to the active-site pocket (Figure
13). Molecular dynamics simulations have also identified the
“fulcrum” (residues 11-21) and the “cantilever” (residues
64-74) as regions of increased mobility (Figure 12).273-276

Crystal structures reveal heterogeneous flap structures,
ranging from a closed conformation when inhibitor is
bound277,278 to semiopen conformations.279-281 However,
neither of these conformations allow substrate access to the
active site,277 suggesting that the protein must access minor,
higher energy conformations that would allow ligand ex-
change to occur.

The faster time-scale motions have been compared for free
enzyme159 and enzyme bound to the inhibitors DMP323,282,283

KNI-272,284 and P9941.282 The inhibitor-bound forms display
very similar backbone motions on the ps-ns time scale.
Smaller than averageS2

NH values are observed for residues
17-19 in the fulcrum, 38-42 in the flaps, and 69-71 in
the cantilever,282,284in agreement with molecular dynamics
simulations274 (Figure 13). The smallestS2

NH values are found
for residues in the loops of the flaps, sometimes called the
“flap elbows”. The free enzyme has similar regions of
increased flexibility, and in addition, the flap “tips” (residues
49-53) have below averageS2

NH values159 (Figure 13).

The increased ps-ns time-scale motions in the flap tips
of the free HIV protease have led to the suggestion that these
motions may be important for further opening of the flaps
to allow ligand access to the active site.159 Experiments that
probe motions at slower time scales also indicate that the
flap tips are flexible on theµs-ms time scale,285 for both
free and inhibitor-bound enzymes (Figure 13).R2 relaxation
dispersion experiments have been used to probe the back-
bone dynamics of the DMP323-bound enzyme using1H
amide,198-200 15N,198-200,285 and 13CO198 relaxation experi-
ments. The use of multiple probes allows for a more complete
dynamic picture.198 Depending on chemical shift differences
between the lowest energy and higher energy protein
conformations, differentRex values are observed for the
various nuclei. The different probes thus supply comple-
mentary data and give more detailed structural insights into
the higher energy conformations (Figure 13).198

In addition to the residues in flap tips, residues in the
intersubunitâ-strand also undergo significant conformational
exchange processes reflected by both main-chain198-200,285

and side-chain resonances.286,287 The µs-ms motion is
increased upon binding inhibitor,285 suggesting redistribution
of entropy onto a longer time scale. The increased motion
at the dimer interface may be biologically relevant and may
play a role in the maturation process of the protease.285

Figure 12. Reaction coordinate compression in DHFR. (A)
Residues exhibitingø1 rotamer averaging are shown in red, and
those residues that exhibit a single rotamer (>70% occupancy) are
shown in white. (B) In the minortrans rotamer, Ile14 and Ile94
would sterically clash with nicotinamide cofactor (yellow) and folate
substrate (dark gray), respectively. Steric clash would be relieved
by pushing the pterin and nicotinamide rings toward each other,
thus shortening the distance between the hydride donor and acceptor
(shown as magenta balls). Reprinted with permission from ref 138.
Copyright 2004 American Chemical Society.
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Regions with reducedS2 values, including the flaps,
fulcrum, and cantilever, may be related in their dynamical
processes, but NMR alone is not able to decipher these
interactions. Molecular dynamics simulations can recapitulate
the experimentalS2

NH values, and computer simulations
further suggest that the ps-ns protein motions are cor-
related.273 The coupling of the motions between the flaps,
fulcrum, and cantilever is also correlated to motions of the
substrate that are important for catalysis.273 This is analogous
to the situation observed in DHFR, but here, promoting
motions are important for heavy atom, rather than hydride,
transfer.273 A similar argument for promoting motions
involved in heavy atom transfer has been made for nucleoside
phosphorylase.288

Several of the “compensatory mutations” in HIV protease
are found in or near regions of above-average ps-ns
mobility. These mutations may restore or alter the promoting
motions in resistant mutants with reduced catalytic activity.
The time-averaged or “ground-state” structures of HIV
protease with and without compensatory mutations may be
almost identical but differ in their dynamical qualities.272 This
suggests an evolutionary mechanism for drug resistance that
is dependent on distal mutations and favorable changes in
protein dynamics. There is also potential to use these
observations in drug design, either by synthesizing more
flexible inhibitors to accommodate heterogeneous receptors
or by targeting small molecules against distant parts of the
enzyme involved in coordinated movement. The flaps and
the dimer interface are attractive targets for inhibitor bind-
ing,270 and NMR has shown both regions to be dynamic on
the µs-ms time scale.

3.4. Protein Dynamics during Turnover in
Cyclophilin A

Cyclophilin A (CypA) is a peptidyl-prolylcis-trans
isomerase implicated in a variety of biological reactions such
as protein folding and intracellular protein transport.289-291

It is the major target of the immunosuppressive drug
cyclosporin A, although the exact mechanism of action is
not yet known.292 The enzyme is also required for HIV
infectivity. CypA is packaged into HIV virions, and NMR
studies have shown that CypA can catalyze isomerization
of the HIV capsid protein, implying a direct role for CypA
in the life cycle of HIV.293

The simple nature of the chemical reaction suggests that
CypA is a good model system for understanding the
connections between structure, function, and protein dynam-
ics, especially in relation to the catalytic step itself.78 Along
these lines, ps-ns andµs-ms time-scale motions were
monitored for CypA during enzymatic turnover, using a
model peptide as substrate.294 Variation of the substrate
concentration allowed the teasing apart of the motions due
to substrate binding/product release and chemical transfor-
mation.294 T1 and NOE values for the backbone amides did
not change appreciably, suggesting little difference in the
ps-ns time-scale motions as catalysis proceeds.294 However,
10 residues showed changes inR2 values as a function of
substrate concentration and were identified as undergoing
conformational exchange294 (Figure 14). The substrate con-
centration dependence of nine of these residues can be
explained purely on the basis of binding events: however,
a model encompassing both substrate binding and the
isomerization step itself was required to explain the relaxation
behavior of Arg55. This suggests that, during chemical

Figure 13. Multiple time-scale motions in the free and inhibitor
bound HIV protease. (A) The HIV protease homodimer bound with
DMP323 (PDB 4PHV) shows decreasedS2

NH primarily in three
regions: the flap “elbows”, the fulcrum, and the cantilever. Free
enzyme also shows decreasedS2

NH in the flap tips. (B and C)µs-
ms motion in free and DMP323 enzyme, respectively, with residues
showing significantRex from 1HN (blue) or 15N (red) relaxation
studies shown as colored balls. (D)R2 relaxation dispersion studies
with 1HN (blue),15N (red), and13CO (gold) identify other residues
undergoing conformational exchange, indicated by colored balls.
The dimer interface is especially dynamic on theµs-ms time scale
that may be important for function, and identifies this region as a
potential target for inhibitor design. This figure was produced using
MOLMOL354 with data from refs 159, 198, and 285.
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transformation, Arg55 experiencesµs-ms time-scale mo-
tions on the same time scale as isomerization. Arg55 has
been identified as a critical residue for catalysis.293,295The
side-chain guanidino group of Arg55 is hydrogen bonded to
the prolyl nitrogen of the substrate and has been suggested
to promote isomerization by weakening the double bond
character of the peptide bond294-297 (Figure 15B). Computer
simulations suggest that Arg55 is part of a conserved network
of motionally coupled residues extending from surface
regions to the active site; this motion is directly implicated
in transition-state barrier crossing.289,298

The results with CypA stand in stark contrast to what is
generally assumed about the rigidness of an enzyme active
site during catalysis. In CypA, movement of Arg55 and not
rigidity are critical for chemical transformation.289,294,298NMR
studies in other enzymes, such asR-lytic protease,299 DNA
polymeraseâ,300 low molecular weight protein tyrosine
phosphatase,301 binase,302 and thioesterase/protease I,303 have
also notedµs-ms time-scale motions of catalytically im-
portant amino acid residues on the same time scale as
chemical transformation. InR-lytic protease, lyophilization
induces a conformational change such that His57, an
important residue interacting with the catalytic triad of the
protease, is less mobile and catalytic activity is reduced.299

The application of mild pressure reverses the conformational
change, increases the mobility of His57, and restores catalytic
activity.299 All of these results point toward a dynamic active
site, and computer simulations for a number of enzymes, as
discussed above, suggest that these molecular excursions are
critically important for catalysis265,273,288,289

More quantitative information onµs-ms time-scale mo-
tions in CypA with and without substrate was obtained
through backbone15N and side-chain13C R2 relaxation

dispersion experiments.304 Conformational exchange mea-
sured during turnover for both15N and13C probes could be
fit with a globalkex of 2730 s-1. This value corresponds very
well with the sum of the rate constants ofcis-to-trans and
trans-to-cis isomerization (kex ) 2500 s-1), providing further
support for intimate links between protein motion and
catalysis in CypA.304 Many of the same regions in the free
enzyme experienceµs-ms time-scale motions similar to
those observed with bound substrate304 (Figure 15). The
majority of the residues could be fit globally to akex of 1140
s-1, smaller than what is observed during turnover. Similar
to what was observed in RNaseA and DHFR, there was a
significant correlation between∆ω and∆δ (EScis - EStrans),
suggesting that free CypA exists in a highly skewed and
dynamic equilibrium between a “ground-state” and an
“excited-state” conformation304 (Figure 15). Mutational
analyses of residues experiencingµs-ms time-scale motions
altered the populations of the major and minor substates
without significantly affecting eitherkex or ∆ω values.304 This
analysis included both active-site and distant residues, and
while only the active-site mutations affected catalytic activity
(kcat/Km), nearly all mutations reduced substrate affinity.304

This provides further support to the conformational selection
hypothesis outlined above for RNaseA and DHFR. Substrate

Figure 14. µs-ms time-scale motions in cyclophilin A during
turnover (PDB 1RMH). Residues showing increasedR2 during
turnover are shown in red, and residues exhibiting conformational
exchange in the presence and absence of substrate are shown in
green.294 Residues 68 and 72 (shown in orange) show chemical
exchange in the absence of substrate, but an increase in its presence.
Hydrogen bonds between Arg55 (blue) and peptide (pink) are shown
as dotted lines.

Figure 15. µs-ms time-scale motions in cyclophilin A during rest
and turnover. When the enzyme is actively catalyzingcis/trans
isomerization, a single globalkex (2730 s-1) dominates for both
15N backbone (blue and red) and13C methyl side-chain (black)
resonances. Similar residues exhibit conformational exchange in
the resting enzyme, but some residues are fit to a globalkex of
1140 s-1 (red) and other residues to akex of 2260 s-1 (blue). (A)
The correlation between∆ω values for the resting and working
enzymes suggests similar processes, and thus, the “intrinsic
dynamics” of CypA are important for catalysis. (B) The residues
plotted in panel A are shown as colored balls on the structure of
CypA (PDB 1RMH). This figure was generated in part by
MOLMOL354 with data from ref 304.
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binds to a minor protein conformation; reduction of the
population of this conformation leads to a decrease in the
apparent substrate binding affinity.

It is intriguing that most of the same dynamic processes
detected during catalysis are also present in the free enzyme.
However, this may not be the case for other enzymes. CypA
catalyzes a one-substrate reaction, and its simplicity may not
be representative of protein dynamics in more complex
systems. Our own studies on DHFR demonstrate thatµs-
ms time-scale motions are very ligand specific, in marked
contrast to what is observed in CypA.160,205Detailed studies
of additional systems will be needed to determine the general
extent of ligand-specific and nonspecificµs-ms time-scale
dynamics in enzymes.

3.5. Mesophilic and Thermophilic Enzymes:
Adenylate Kinase and Ribonuclease HI

Adenylate kinase (AK) is a ubiquitous enzyme involved
in controlling the cellular energy balance by catalyzing the
interconversion between ATP/AMP and two ADP mol-
ecules.305 Over 20 crystal structures of the 23.6 kDa enzyme
have been solved, and they reveal a very large conformational
change as the enzyme progresses through its catalytic
cycle.306,307 The enzyme can be divided into three major
domains, the CORE, AMPbind, and LID domains (Figure 4).
The AMPbind and LID domains close over the AMP- and
ATP-binding sites, respectively, in response to ligand binding
(Figure 4). We have already mentioned briefly the studies
on the ps-ns time-scale motions of the enzyme from
E.coli;169,172similar motions have been reported for both the
E.coli and Mycobacterium tuberculosisapoenzymes.308 In
the E. coli enzyme, there is loss of motion in the flexible
AMPbind and LID domains upon binding the two-substrate
mimic AP5A (P1,P5-bis(5′-adenosine)pentaphosphate).169,172

However, there is a corresponding increase in the ps-ns
time-scale motions for two loops in the CORE domain that
act as an “energetic counterweight” (Figure 4). These CORE
domain loops are rigid in the free enzyme, butS2

NH decreases
with inhibitor bound.169,172

Theµs-ms time-scale motions of mesophilic (E. coli) and
thermophilic (Aquifex aeolicus) AKs have been compared
during enzymatic turnover, using experiments similar to those
performed for CypA.204 Conformational exchange was
detected for residues throughout both proteins (Figure 16),
and the relaxation dispersion data for the exchanging residues
could be fit with a similar globalkex ∼ 1600-1700 s-1.204

The observed correlation between∆ω and∆δ(E - E:AMP:
AMPPNP) suggests that, in both enzymes, the AMPbind and
LID domains open and close over the active-site pocket
during catalytic turnover (Figure 16). However, the popula-
tions of the ground and excited substates were different for
the mesophilic and thermophilic enzymes, resulting in
different lid opening rates (kopen) at 303 K. In both cases,
kopen compared favorably tokcat. For E. coli AK, the kopen

derived fromR2 relaxation dispersion experiments was 44
s-1 andkcat ∼ 30 s-1, whereas, for theA. aeolicusenzyme,
kopen ∼ 286 s-1 and kcat ∼ 263 s-1. This implies that the
rate-determining step in AK is lid opening, which is likely
an important event in the release of product. Moreover, the
differences in the rates for mesophilic and thermophilic AKs
can be completely accounted for by slower lid opening in
the A. aeolicus enzyme.204 At higher temperature, the
thermophilic enzyme exhibits a higherkex (>10,000 s-1 at
333 K) and a corresponding increase inkcat.

In AK, as in many other enzymes, the chemical transfor-
mation step is not rate limiting. Conformational fluctuations
in an enzyme are very often rate limiting, and the rate-
determining step frequently involves product release. NMR
studies on other enzymes, such as the ribonuclease binase,302

triosephosphate isomerase,309,310and OMP synthase,311 have
also implicated protein dynamics in rate-determining ligand
release.

Structures tend to be similar between mesophilic and
thermophilic pairs, and important catalytic residues are
conserved.312-314 This suggests that the chemical mechanisms
are also very similar, and so, chemistry alone, especially
within a static framework, cannot explain the kinetic differ-
ences between the enzymes. It has been suggested that
homologous enzymes adjust their flexibility to perform

Figure 16. µs-ms time-scale motions reporting on the close-
open conformational change in mesophilicE. coli (blue) and
thermophilicA. aeolicus(red) adenylate kinase. (A) The dynamic
chemical shift (∆ω) changes observed for the ADP (circle) and
AMPPNP/AMP (triangle) complexes correlate to an open-close
conformational change (∆δ). Exchange rate constants in AK
correspond tokcat, suggesting that opening of the active-site pocket
and product release are rate limiting and that kinetic differences
between mesophilic and thermophilic enzymes arise solely due to
different lid opening rates. (B) The amide nitrogens whose
resonances were used to generate panel A are plotted ontoE. coli
AK (PDB 4AKE), colored red and blue, correspondingly, with
magenta balls corresponding to amide nitrogens with both red and
blue data points in panel A. The figure was generated in part by
MOLMOL354 with data taken from ref 204.
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catalysis at their physiologically relevant temperatures.315,316

However, more complicated changes in protein dynamics
than are observed in AKs may evolve. For instance, a
comparison of relaxation parameters between mesophilic and
thermophilic ribonuclease HI (RNaseHI) at 310 K demon-
strated that more residues in the thermophilic enzyme
experience conformational exchange317,318(Figure 17). There
are also regions in the polypeptide backbone that experience
greater ps-ns time-scale motions in the mesophilic enzyme,
and other regions where the opposite is true. A temperature
titration of theRex values reveals heightened activation energy
barriers for the thermophilic RNaseHI.317 An increase in
energy barrier height would shift the dynamics to a slower
time scale, as observed for the thermophilic enzyme. At
higher temperatures, these barriers would more readily be
overcome, increasing enzyme dynamics that may be impor-
tant for optimal catalysis.

The results for AK and RNaseHI suggest multiple paths
to the same goal of balancing flexibility and function with
stability. In AK, the differences in theµs-ms time-scale
motions may be traced to the energy differences between
the substates, but in RNaseHI, differences may also be
attributed to the energy barrier connecting the substates.
Further study of psychrophilic-mesophilic-thermophilic
enzymes,316,319or enzymes found in other extreme environ-
ments,320 can determine to what extent these pathways or
alternative pathways determine the connections between
flexibility and enzyme function. These mechanistic questions
are not merely of academic interest, as many of these
“extremozymes” have industrial uses,321,322 and NMR can
play a role in the optimization of these important catalysts.

3.6. Protein Dynamics in Larger Enzymes

The results we have discussed so far have focused on fairly
small enzyme systems (<25 kDa). Traditionally, NMR has
been size-limited, owing partly to a decrease in sensitivity
asR2 increases as a function of molecular weight. However,
newer TROSY techniques are opening the methodology to
larger enzyme systems.62,63,323-326 TROSY operates by
selectively recording only the slowly decaying components
of the NMR signal. For example, for a1H-15N pair, the1H

NMR signal is a doublet, with the two resonance lines
representing1H coupled to “spin up” and “spin down”15N.
The signals are normally collapsed by “decoupling”, and the
relaxation rates for the two resonances are averaged.
However, the multiplet components have different relaxation
rates; TROSY experiments select exclusively the slower
decaying resonance. This can lead to a decrease in signal
intensity for smaller proteins, but the favorable relaxation
rate more than compensates for this loss in larger proteins.62

The technique is especially suitable for proteins with
molecular mass greater than 15-20 kDa at field strengths
greater than 700 MHz (1H).

TROSY techniques have been applied to study both ps-
ns andµs-ms time scale motions of malate synthase G
(MSG),64 an 82-kDa enzyme that catalyzes the Claisen
condensation of glyoxylate with an acetyl group from acetyl-
CoA to produce malate.327,328MSG is a potential target for
antimicrobial agents.328 The structure of MSG has been
determined in complex with glyoxylate328 and in an abortive
ternary complex with pyruvate (glyoxylate mimic) and
acetyl-CoA (AcCoA)329 by X-ray crystallography, and more
recently, the ligand-free structure has been solved by solution
NMR.330 There are four major domains of the enzyme,
including the “core” composed of a parallel, eight-stranded
â-sheet surrounded by eightR-helices, anR-helical “clasp”
in the N-terminus, anR/â domain appended to the core, and
a C-terminus five-helix “plug”330 (Figure 18). A comparison
between the apoenzymes and ligand-bound enzymes did not
reveal any major conformational rearrangement upon binding
substrate.330

NMR studies have focused on ps-ns andµs-ms side-
chain motions of MSG. Several methyl groups with de-
creasedS2

axis values have been identified in the apoenzyme,
including residues in theR/â domain (Val155, Ile309, and
Val310), in the linker between the core and the C-terminal
plug (Val556 and Leu581), and in the loops connecting the
four domains (Leu91, Val92, Ile260, and Ile265).327 Many
of these side chains are at the active-site binding interface,
and not surprisingly,S2

axis increases in the ternary E:pyruvate:
AcCoA complex327 (Figure 18). This is partially compensated
by small decreases inS2

axis values for other methyl sites
(Figure 18), although calculations suggest an overall loss of

Figure 17. ps-ns andµs-ms time-scale motions in mesophilic and thermophilic ribonuclease HI.S2
NH is color-coded (S2 < 0.75, red, to

S2 > 0.95, blue) onto the backbone of (A)E. coli RNaseHI (PDB 2RN2) and (B)T. thermophilusRNaseHI (PDB 1RIL) at 310 K. Residues
with significant conformational exchange are indicated with yellow balls. The mesophilicE.coli enzyme tends to show increased ps-ns
motions, but theT. thermophilusenzyme shows greaterµs-ms motions. There are also regions in the thermophilic enzyme that show
increased ps-ns motion over that of the mesophilic enzyme. The figure was generated using MOLMOL354 with data from ref 317.
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53 J mol-1 K-1 in entropy from the free enzyme.327

Comparisons of theµs-ms time-scale motions in the free
and ternary enzymes are not available, but backbone (15N)
and side-chain (13C) R2 relaxation dispersion studies on the
apoenzyme have also indicated that the binding pocket is
flexible on this slower time scale.331 Rex contributions were
observed throughout the enzyme, with the most significant
conformational exchange occurring in the core andR/â
domains, and the smallestµs-ms time-scale motions in the
C-terminal domain and the N-terminal clasp331 (Figure 18).
This is intriguing in light of the fact that the relative
orientation of the domains does not change upon ligand
binding, in contrast to what is observed in structurally and
functionally similar enzymes.328,332 Transient sampling of
higher energy conformations and/or altered protein dynamics
may perform the same functional role in MSG as gross
structural changes, required for substrate binding and/or
product release, do in related enzymes.

TROSY methods have also been applied to integral
membrane proteins.323,325,326In particular, the solution struc-
ture and dynamics of the bacterial outer membrane enzyme
PagP, which transfers a palmitate chain from a phospholipid
to lipid A, have been studied in micelles (50-60 kDa).326

The core of the protein consists of an eight-stranded
antiparallelâ-barrel with an amphipathic helix and disordered
solvent exposed loops326 (Figure 19). The loops are excep-
tionally mobile on the ps-ns time scale, as evidenced by
increasedR1 values (Figure 19).326 15N R2 relaxation disper-
sion experiments also indicate that the loops, especially the
large L1 loop connecting strands A and B, experienceµs-
ms time-scale motions333 (Figure 19). When the temperature
is lowered, new HSQC peaks appear and directly confirm
the presence of a minor conformer.333 The higher energy
conformation may be important in substrate access or ligand
regress, as discussed above for other enzymes.

The largest enzyme that has been studied by NMR is the
300-kDa cylindrical protease ClpP.65 ClpP functions as a
double heptamer with the catalytic sites located in the interior
(Figure 20). Proteins marked for degradation are unfolded
and threaded through the axial pores by the chaperones ClpX
and ClpA.334-336 However, the path by which products escape
was not previously known.13C methylR2 relaxation disper-
sion experiments indicated that the side chains of Ile149 and

Figure 18. Side-chain methyl dynamics of the 82 kDa enzyme
malate synthase G. (A) Ribbon diagram of the glyoxylate-bound
enzyme (PDB 1D8C), color coded from red at the N-terminus
through orange, yellow, green, and blue to purple at the C-terminus.
(B) Comparison of ps-ns time-scale methyl dynamics between free
and ternary (E:pyruvate:acetyl CoA) enzyme using13C and 2H
probes. Residues with increased ps-ns motion in the ternary
enzyme (i.e.S2

free > S2
ternary) are colored green, and residues with

decreased ps-ns time-scale motion in the ternary enzyme (i.e.S2
free

< S2
ternary) are colored yellow. Differences were deemed significant

if |S2
free - S2

ternary| > 0.02 and there was no disagreement between
2H and13C probes. (C) Residues with significant13C-methylRex in
the free enzyme are colored red. The figure was generated using
MOLMOL354 using data from ref 331.

Figure 19. Motions in the integral membrane enzyme PagP
detected with solution NMR. Residues colored in red have backbone
15N T1’s that are less than 80% of the value predicted for a 20-ns
overall correlation time,S2 ) 0.85,τ e ) 10 ps (i.e. 2.3 s). His 33
has NMR signals too faint to be detected in1H-15N HSQC spectra;
other green residues have a weak but observable signal. All other
residues are shown in blue. Reprinted with permission from ref
326. Copyright 2002 National Academy of Sciences, U.S.A.
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Ile151 are flexible on theµs-ms time scale (Figure 20). The
relaxation dispersion data could be fit with a globalkex of
61 s-1 at a temperature of∼ 274 K. All residues displayed
the same temperature dependence, from which an activation
enthalpy and entropy of 13.1 kcal/mol and-3.6 cal mol-1

K-1, respectively, were derived.65 Ile149 and Ile151 are
located at the interface between the two heptamer rings of
ClpP, and it was suggested the observedµs-ms time-scale
motions are involved in product release65 (Figure 20). To
test this mechanism, disulfide bridges were introduced to
bond the two rings together. Under reducing conditions, ClpP
is functional, but under oxidizing conditions, activity is
completely abrogated, even though peptide is retained by
the enzyme.65 These results suggest that the higher energy
conformer supplies an escape route for the degradation
products without interfering with further substrate entrance,
directly connecting protein dynamics to product release in
ClpP.

Many enzymes are multidomain proteins composed of both
regulatory and catalytic subunits. We have outlined how
protein dynamics can affect events throughout the catalytic
cycle, including substrate binding, chemical transformation,
and product release. Considering the importance of protein
dynamics to enzyme function, regulatory units may affect
catalytic subunits not only structurally but also dynamically.
Communication and interactions in multi-enzyme complexes
(e.g. “substrate channeling”) are also critically dependent on
motion.337,338 TROSY techniques, together with “isotopic
segmental labeling” that can both reduce spectral complexity
and provide focus on the protein domain of interest,339-342

promise to make studies of the dynamics of these complex
enzyme systems tractable by NMR.

4. Conclusions

NMR relaxation techniques have been used to study
multiple time-scale dynamics of enzymes in different phases
of the catalytic cycle. These studies suggest that protein
motion plays important roles in all aspects of catalysis.
Catalysis and ligand exchange generally occur on theµs-
ms time scale that corresponds to the time domain of protein
conformational change, suggesting that conformational change

is intimately related to these enzymatic events. This has
generally been taken as support for the “induced-fit”
hypothesis; ligand binds to one conformation, and this
interaction pushes the enzyme into an alternative conforma-
tion that forms more favorable interactions with the ligand.343

However, for this process to occur, the ligand must have
some affinity for the initially encountered protein conforma-
tion, and it is not always apparent from apoenzyme structures
how this might transpire. This is underscored by, for
example, ligand binding to the cavity mutant of T4 lysozyme,
where it is not at all clear how the ligand would form an
initial favorable complex with the enzyme. Whereas the
induced-fit mechanism assumes conformationalhomogeneity,
conformational selection takes account of the fact that
proteins may adopt an ensemble of conformations; i.e., they
areheterogeneousin conformation.83,223-229 Thus, an enzyme
may consist of a major conformer, comprising>90% of the
molecules in the ensemble, yet it is one of the minor
conformers that interacts with the ligand (Figure 9). Ligand
binding then decreases∆G for the complex, and the bound
conformation becomes more highly populated in the en-
semble. This implies that the enzyme exists as an ensemble
of interconverting conformational states and that ligand
binding merely changes the conformational equilibrium.228

Substrate binding, product release, and chemical transfor-
mation can all affect the conformational equilibrium.83 RNase
A, for example, can exist in solution in at least two
conformations, representing the free and bound forms of the
enzyme.206,230Substrate can bind to a protein conformation
resembling the lowest energy conformation of the bound
form, and product may be released from a higher energy
conformation that is structurally similar to the lowest energy
conformation of the free form. Similar processes are apparent
in adenylate kinase (AK) where the product release rate
constant corresponds to the rate constant for the lower-to-
higher energy conformational transition determined byR2

relaxation dispersion.204 The model Michaelis complex for
DHFR (E:NADP+:folate) is also in conformational equilib-
rium between a “closed” substrate conformation and a
product “occluded” conformation.205 Our unpublished results
suggest analogous processes are occurring throughout the
catalytic cycle of DHFR.

Figure 20. Dynamic side pores in ClpP protease (PDB 1TYF). (A) Surface representation of the top view showing the entrance channel
to the catalytic interior. Chaperones guide the protein substrate through the channel. (B) Side view showing the potential product release
route at the interface between the two heptameric rings. Ile149 and Ile151 (Ile135 and Ile137 according to the PDB numbering), that were
shown to be dynamic on theµs-ms time scale, are shown in green and orange, respectively.65
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Enzymes thus representdynamicenergy landscapes.83 The
binding of substrate, release of products, and substrate-to-
product conversion will affect the relative energies of the
various substates. The energy landscape shifts in response
to the presence of ligands, and these shifts, in turn, guide
the enzyme further along its catalytic cycle.83 Mutations or
allosteric inhibitors affecting the energy landscape will thus
generally have a detrimental impact on catalysis.175,344

Larger barrier heights lead to longer time-scale motions.
The ps-ns time-scale motions reflect crossing of the smaller
barriers and are determined by the “ruggedness” of the energy
landscape. Slower time-scale motions can be attributed to
larger barriers and represent “true” conformational transitions
between substates. In RNaseHI, the barriers in the energy
landscape for the thermophilic enzyme are larger, and hence,
motions are reduced on the ps-ns time scale but are
increased on theµs-ms time scale compared to the case of
the mesophilic protein.317 In DHFR, the energy landscape
for the E:NADP+:folate complex consists of the ps-ns time-
scale ruggedness, thetrans-gaucherotameric substates in
the closed conformation, and a higher energyoccluded
conformation (Figure 21). The rotameric substates in DHFR
may be important for transition-state stabilization. Following
hydride transfer, the now higher-energyclosedconformation
must then collapse into a lower-energyoccludedconforma-
tion in the E:THF:NADP+ product complex.

The results from NMR studies may hide even further
complexity. NMR is an ensemble technique, and the
observed higher energy conformations may themselves give

a time-averaged view of the energy landscape. Single
molecule studies have shown that individual enzymes do not
perform catalysis at identical rates, and turnover fluctuates
even in the same enzyme molecule.345-353 The individual
enzymes may be following different paths through the
dynamic energy landscape, analogous to following different
folding paths to the same globular structure, that are governed
by Boltzmann probability and individual kinetic energies.
This view also suggests that there is not a single transition
state relevant to chemical transformation but that there are
multiple paths to product. This scheme is much more compli-
cated than the traditional one-dimensional reaction coordi-
nate, but as discussed, this provides a framework for under-
standing diverse topics such as ligand exchange, allostery,
protein stability in mesophiles/thermophiles, enthalpy-
entropy compensation, and kinetic heterogeneity.

It is now clear that we are moving past a static view of
proteins and enzyme catalysis. NMR will undoubtedly
continue to provide fundamental insight into enzyme dynam-
ics and provide the necessary experimental evidence to test
theories of catalysis.
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(127) Kördel, J.; Skelton, N. J.; Akke, M.; Palmer, A. G.; Chazin, W. J.

Biochemistry1992, 31, 4856.
(128) Peng, J. W.; Wagner, G.Biochemistry1995, 34, 16733.
(129) Andrec, M.; Montelione, G. T.; Levy, R. M.J. Magn. Reson.1999,

139, 408.
(130) Wang, T.; Cai, S.; Zuiderweg, E. R.J Am. Chem. Soc.2003, 125,

8639.
(131) Fischer, M. W.; Zeng, L.; Majumdar, A.; Zuiderweg, E. R.Proc.

Natl. Acad. Sci., U.S.A.1998, 95, 8016.
(132) Pang, Y.; Buck, M.; Zuiderweg, E. R.Biochemistry2002, 41, 2655.
(133) Yang, D.; Kay, L. E.J. Magn. Reson., Ser. B1996, 110, 213.
(134) Millet, O.; Muhandiram, D. R.; Skrynnikov, N. R.; Kay, L. E.J.

Am. Chem. Soc.2002, 124, 6439.
(135) Skrynnikov, N. R.; Millet, O.; Kay, L. E.J. Am. Chem. Soc.2002,

124, 6449.
(136) Wand, A. J.; Urbauer, J. L.; McEvoy, R. P.; Bieber, R. J.Biochemistry

1996, 35, 6116.

3076 Chemical Reviews, 2006, Vol. 106, No. 8 Boehr et al.



(137) Mittermaier, A.; Kay, L. E.; Forman-Kay, J. D.J. Biomol. NMR1999,
13, 181.

(138) Schnell, J. R.; Dyson, H. J.; Wright, P. E.Biochemistry2004, 43,
374.

(139) Goodman, J. L.; Pagel, M. D.; Stone, M. J.J. Mol. Biol. 2000, 295,
963.

(140) Zhang, F.; Bru¨schweiler, R.J. Am. Chem. Soc.2002, 124, 12654.
(141) Abergel, D.; Bodenhausen, G.J Chem. Phys.2005, 123, 204901.
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